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Abstract—Data-race-free (DRF) parallel programming becomes a standard as newly adopted memory models of mainstream programming languages such as C++ or Java impose data-race-freedom as a requirement. We propose compiler techniques that automatically delineate extended data-race-free (xDRF) regions, namely regions of code that provide the same guarantees as the synchronization-free regions (in the context of DRF codes). xDRF regions stretch across synchronization boundaries, function calls and loop back-edges and preserve the data-race-free semantics, thus increasing the optimization opportunities exposed to the compiler and to the underlying architecture. We further enlarge xDRF regions with a conflict isolation (CI) technique, delineating what we call xDRF-CI regions while preserving the same properties as xDRF regions. Our compiler (1) precisely analyzes the threads’ memory accessing behavior and data sharing in shared-memory, general-purpose parallel applications, (2) isolates data-sharing and (3) marks the limits of xDRF-CI code regions. The contribution of this work consists in a simple but effective method to alleviate the drawbacks of the compiler’s conservative nature in order to be competitive with (and even surpass) an expert in delineating xDRF regions manually.

We evaluate the potential of our technique by employing xDRF and xDRF-CI region classification in a state-of-the-art, dual-mode cache coherence protocol. We show that xDRF regions reduce the coherence bookkeeping and enable optimizations for performance (6.4%) and energy efficiency (12.2%) compared to a standard directory-based coherence protocol. Enhancing the xDRF analysis with the conflict isolation technique improves performance by 7.1% and energy efficiency by 15.9%.

Index Terms—Compile-time analysis, inter-procedural analysis, inter-thread analysis, data sharing, data races, cache coherence.

1 INTRODUCTION

Parallel programming languages based on the shared-memory model have well-defined memory consistency models to clarify when data modified by one thread must be visible to other threads. To simplify reasoning about correctness of parallel executions, mainstream languages such as C++ and Java have already adopted data-race-free (DRF) as a standard and provide none or weak guarantees in the presence of data races. For instance, C and C++ programs that contain data races have undefined semantics [1], [2], [3]. In contrast, data-race-free codes enable a variety of optimizations based on the fundamental observation that different threads cannot access the same memory location without synchronization, if at least one thread modifies the target variable.

In other words, in DRF applications, synchronization-free regions provide the strong guarantee that different threads cannot target concurrently the same memory address. Leveraging this property, recently proposed micro-architectural enhancements relax unnecessarily restrictive constraints, as shown for example in state-of-the-art coherence protocols [4], [5], [6], [7], [8], [9], [10]. These proposals demonstrate that synchronization-free regions in DRF applications permit the core to delay the action of publishing the writes, shown in Figure 1.1.b, leading to significant improvements in performance and energy compared to traditional protocols (Figure 1.a). Similarly, C/C++ compilers and alike typically optimize synchronization-free regions as if the code was sequential, without speculation or costly inter-thread analysis.

In this paper we denote synchronization-free regions that are not guarded by lock-unlock operations as DRF. Extended data-race-free (xDRF) regions are sets of DRF regions which span across synchronization points (e.g. acquire-release pairs), bypass the synchronized code (i.e. the critical section), while maintaining the DRF semantics [11] across the entire region [12], [13]. For example, in Figure 1.c, the xDRF region consists of the data-race-free regions DRF1 and DRF2, excluding the synchronized code which we denote as enclave non-DRF region (CS).

In short, xDRF regions enable optimizations across synchro-
nization points. At the compiler level, xDRF regions enable thread-local (sequential) reasoning and static optimizations across the entire xDRF region, without the need for whole-code-analysis. Unlike standard optimizations, xDRF-aware optimizations can bypass synchronization points (pairs of acquire-release) and function calls. At the micro-architectural level, xDRF region classification translates to a private (thread-local) vs. shared classification of accesses, which is essential for efficient data placement, designing optimized coherence protocols or reordering memory operations. In this proposal we emphasize the benefits of xDRF regions with an xDRF-aware cache coherence protocol and leave compile-time optimizations and other micro-architectural optimizations for future work.

We have previously demonstrated that an xDRF-aware cache coherence protocol shows significant performance and energy improvements, but the scope of the xDRF analysis was previously restricted to automatically parallelized and OpenMP applications [12], [13]. This line of research demonstrated that structured parallel programming (OpenMP, TBB, Cilk, etc) provides strong guarantees, which can be exploited to delimit xDRF regions with high accuracy. To address a considerably larger class of applications, we describe compiler techniques to statically identify xDRF regions in “unmanaged” shared-memory parallel applications that follow the fork-join with synchronization model (e.g. based on pthreads) [14]. They represent the most challenging class of codes for static analysis due to the use of pointers, indirections, complex control-flow, recursions, etc. In contrast to previous work that relies on the programming paradigm (OpenMP) [12], [13], we target applications where the programmer, not the compiler, has control over the way parallelism is expressed.

Departing from DRF applications, we proposed a compile-time technique for identifying xDRF regions [14]. To verify the xDRF properties, the compiler checks whether memory accesses initiated from different data-race-free regions target the same location and must also analyze whether these accesses alias the memory locations accessed from critical sections. Next, the inter-thread, inter-procedural analysis identifies synchronization points that lock the same synchronization variables and cross-checks whether the memory accesses before the critical section of one thread share data (i.e. conflict) with the accesses after the matching critical section of another thread. If such a conflict is detected, the conservative xDRF analysis would mark the synchronization point as an xDRF boundary.

Due to pointer aliasing, more conflicts are detected at compile-time than actually occur in practice (false positive). Consequently, aliasing leads to a larger amount of xDRF limits than necessary [14]. Smaller xDRF regions reduce the opportunity for optimization, and therefore, lead to lower performance and energy efficiency than the actual potential of the applications.

This work performs an extensive analysis of xDRF regions and proposes a novel mechanism that isolates conflicts (aliasers detected at compile time) in order to achieve larger xDRF regions, that is, less xDRF region boundaries. Large xDRF regions with conflict isolation xDRF-CI improves our previous xDRF analysis [14] through the following contributions:

1) We propose a technique to reduce the side-effects of the compiler’s conservative nature and to identify xDRF regions with the same accuracy as (or even surpassing) an expert (section 3, subsubsection 4.5.2, subsubsection 5.2.2).

2) Insights regarding the advantages and disadvantages of large xDRF regions (section 3, section 6).

We evaluate the potential of the xDRF classification with a state-of-the-art, dual-mode cache coherence protocol [13] which deactivates coherence during the execution of xDRF regions and maintains coherence in hardware for the rest of the accesses. We report improvements in execution time (6.4%) and energy efficiency (12.2%) compared to a standard directory-based protocol. Furthermore, when we add the conflict isolation technique improvements go up to 7.1% in performance and 15.9% in energy efficiency. In Barnes, for example, execution time and energy consumption is reduced by 7.8% and 34.4%, respectively when compared to xDRF without conflict isolation, matching or even outperforming the manually annotated version.

2 RELATED WORK

We have previously proposed methods to identify and exploit xDRF regions in OpenMP applications [12], but those techniques are not suitable for “unmanaged” (e.g. pthreads) parallel applications based on the fork-join with synchronization model, addressed in this work.

Joisha et al [15] build a Procedural Concurrency Graph to determine interferences between threads and identify accesses with read- and write-siloed properties on certain intraprocedural paths. The analysis unblocks classical compiler optimizations for accesses free of interferences. Similarly, Effinger-Dean et al. [16], [17] perform a data-centric classification of regions, called interference free regions (IFR). IFRs are associated to variables (data), extend forward until the first release and backwards until the first acquire operation, and ensure that no other thread accesses the certain data during the IFR execution. Our compiler analysis ensures that all memory accesses within the xDRF region are free of interferences and can expand both backwards and forward across multiple acquire-release operations, across function boundaries and loop back-edges.

Techniques for private-shared data classification [18], [19], [20] consider memory blocks as shared if accessed by different threads at different execution points (i.e. in different regions). xDRF takes temporality into consideration and classifies such accesses as private throughout the xDRF region. Singh et al. [18] propose a static thread-escape analysis which identifies as “safe” (i.e. private) only data that is guaranteed to be thread-local or read-only, while dynamically allocated variables, global or static variables are marked as unsafe. Moreover, an instruction which can access both safe and unsafe data (e.g. a pointer dereference), would demote all safe data it may touch to unsafe. In consequence, safe data is restricted only to locations that are thread-local and can only be accessed by safe instructions.

A wide spectrum of static and dynamic techniques have been proposed [17], [21], [22], [23], [24], [25] to combat races. Static techniques [21], [22], [23] must be conservative and therefore report false-positives, while dynamic techniques [17], [24], [25], [26] miss races which do not occur in the observed execution and introduce high overheads. Acculock [27] is a hybrid lockset happens-before data race detector, balancing precision and coverage by exploring thread interleavings which do not occur in the observed execution. Valor [28] is a software-only, dynamic data race detector which operates at region level using epochs to identify ongoing regions and logs to keep track of read/write operations. Conflict Exceptions [26] relies on hardware support
for race-detection. In contrast, our xDRF analysis is entirely static, therefore region classification is available prior to execution suitable for both compiler and micro-architectural optimizations.

Our work goes along the lines of data race detectors, but is not a data race detector. xDRF builds upon the premises that the code is DRF and identifies large regions of code which preserve the DRF semantics.

### 3 What Are xDRF and xDRF-CI Regions?

xDRF and xDRF-CI regions share the property that they preserve the DRF semantics across multiple synchronization points, but differ in the manner in which they mark synchronization points as enclave or as xDRF boundaries. This section first describes the xDRF regions, followed by the xDRF-CI regions.

We start with a few intuitive examples (Figure 2) illustrating cases when the xDRF bypasses and extends beyond the synchronization point (a) and (c)–(f)– and other cases when conflicts between the regions preceding and following the synchronization point forces the split of the xDRF region executed by each thread (b), (c), (d), (f). Synchronization operations shown in these examples use the same synchronization variable, unless indicated otherwise. We consider that the entire critical section represents a synchronization point (denoted non-DRF, on in short nDRF). Conflicts can occur only between accesses that escape the thread scope. The example in (a) shows an xDRF region that contains the memory accesses to \(a[i]\) and \(b[j]\) (assuming that within the same array, threads access different elements). Since \(a[i]\) and \(b[j]\) are different, threads \(Th_0\) and \(Th_1\) are free to reorder the memory accesses across the synchronization point because these accesses share no data. In (b) on the other hand, it may be that while \(Th_0\) initializes \(x[i]\), \(Th_1\) prints its value, hence the barrier represents a limit between two different xDRF regions in which different threads may access the same element of an array. The first xDRF region contains the initialization \(x[i] = 1\) and the second xDRF region prints \(x[i]\). In (c) the shares \(x\), hence the signal-wait becomes a limit between consecutive xDRF regions. xDRF_1 of \(Th_0\) contains \(x = 1\) and xDRF_2 of \(Th_0\) contains the region after synchronization illustrated as \(\ldots\) (similarly for \(Th_1\)). In (d) the signal-wait mechanism is implemented by means of flags, but the conflict to \(x\), again, forces the split of the region in distinct xDRF regions. In contrast, in (e), there are no conflicts between the synchronization-free regions before and after the critical sections, therefore there is no need to split the region. Each thread considers the critical section as enclave (not breaking the xDRF region) in its xDRF region and can freely reorder memory accesses within the xDRF region across the synchronization point, as long as intra-thread dependences are respected (i.e. the accesses to the local variable \(local\)). The more complex example in (f) shows three threads that synchronize by transitivity. Since \(Th_0\) and \(Th_1\) synchronize using \(signal\ A\ - wait\ A\) and, similarly, \(Th_1\) and \(Th_2\) synchronize using \(signal\ B\ - wait\ B\) there is an implicit synchronization between \(Th_0\) and \(Th_2\). Thus the accesses performed by all three threads have to be cross-checked for conflicts. Since \(Th_0\) and \(Th_2\) both access variable \(x\) and \(Th_0\) performs a write, the synchronization points that separate the accesses to \(x\) – namely \(signal\ A\ - wait\ A\) and \(signal\ B\ - wait\ B\) are marked as non-enclave (breaking the xDRF regions), which means that accesses cannot be reordered across these synchronization points because they are shared between the threads. In consequence, (f) illustrates six xDRF regions, i.e. one before and one after each synchronization point. Finally, (g) shows that it is necessary to check for conflicts only between threads that synchronize on the same variable. Tasks executing the regions in (g) do not synchronize one with another since they lock different resources.

The driving force of the xDRF analysis is that, in a DRF application, conflicts cannot occur between memory accesses executed outside critical sections. If two memory accesses that belong to data-race-free regions (DRF) executed by different threads target the same data (e.g. Figure 2 (c)), the synchronization point adjacent to the DRF regions imposes a happens-before relation and represents an xDRF boundary. Thus, the xDRF analysis merely verifies whether any memory access performed before the synchronization (i.e. before the lock) conflicts with a memory access performed by any other thread after a synchronization operation that uses the same resource (i.e. after the unlock). Furthermore, for completeness, the analysis must ensure that the critical sections do not target the same data as a DRF region. For example, in Figure 2 (d), the programmer may conservatively (or in error) place the instruction \(i f (lo c a l)\ print (x)\) performed by \(T_1\), inside the critical section. Although no conflict occurs on the paths preceding and following the matching synchronizing operations, the region is not xDRF since the two threads share variable \(x\) and one access is outside a synchronizing operation.

Compilers are nevertheless limited in their ability to disambiguate memory operations and, in the presence of, for example, dynamic memory allocation, many false-positive conflicts are reported. To diminish the negative impact of the conservative compile-time decisions, we consider that only synchronization of the type barriers, joins and signal-waits represent xDRF boundaries, since these synchronization mechanisms impose an ordering of threads and imply sharing of data between threads, before and after the synchronization point. All other synchronization points are marked as enclave, allowing the xDRF region to extend beyond
utive DRF regions, since there is a path from non-DRF (that does not cross any other DRF region, although it crosses a type. For example, in Figure 1, flow without passing through other regions of the same thread (size of the xDRF region) and the optimization opportunity that remains private to the data remains private to the enclave nDRF regions) to be exposed to subsequent optimizations, as shown in Figure 3.

A natural extension would be to mark all synchronization points as enclave and to isolate all conflicts. However, this would extend the xDRF region to the entire program, increasing the probability that many pairs of memory accesses alias. As a result, most of the memory accesses would actually be isolated, leaving the xDRF region with few (or no) memory accesses to optimize. In contrast, the pairs of accesses within a smaller region do not alias, enabling optimizations within that region.

We aim to strike a balance between the size of the xDRF region and the potential for optimizations. On one hand, an xDRF region that spans a small code region would not contain sufficient memory accesses for the optimizations to have a significant impact on performance. On the other hand, increasing the size of the xDRF region to span too large a fraction of the program, would entail more aliasing memory operations and would force their exclusion from the xDRF region. Thus, the xDRF region, despite spanning a large part of the code, would contain very few memory accesses, reducing the potential for optimizations. Our solution breaks xDRF regions on barriers, joins, and signal-wait, which by their semantics entail that threads share data, but allows the xDRF region to extend across critical sections. This solution provides a good balance between the time data remains private to the thread (size of the xDRF region) and the optimization opportunity (number of memory operations contained by the xDRF region, i.e. that are not isolated).

We define consecutive regions to be regions of code reachable by control-flow without passing through other regions of the same type. For example, in Figure 1, DLF1 and DLF2 are consecutive DRF regions, since there is a path from DLF1 to DLF2 that does not cross any other DRF region, although it crosses a non-DRF (CS) region. Intuitively, an xDRF region consists of consecutive data-race-free regions executed by one thread, with the property that the accesses performed during the xDRF region do not target a memory location accessed by any other concurrent thread. We denote two non-DRF regions as matching nDRF regions if they synchronize using the same variable, (Figure 2 (a), (d), (e) lockL-unlockL from Th0 matches the nDRF from Th1 since they synchronize on the same variable L). And, by extension, xDRF regions corresponding to different threads are called matching xDRF regions, if they enclave matching nDRF regions (Figure 2 (e)). We guarantee that:

- Threads executing matching xDRF regions do not access the same memory location, if at least one access is a write.
- Enclave non-DRF regions do not access the same location as the matching xDRF region (at least one write).

### 4 Compile-Time Delineation of xDRF and xDRF-CI Regions

We implemented the automatic compile-time delineation of xDRF regions in LLVM [30] and integrated a state-of-the-art pointer analysis [31] to increase the accuracy. The algorithm of the xDRF and xDRF-CI analyses is illustrated below. Both analyses differ only in step 5.3 which deals with the conflict handling:

1. Identify synchronization points, i.e., nDRF regions (lock-unlock, atomics, join operations), and build the control-flow graph between them (Sync-CFG) (subsection 4.1).
2. Mark on the Sync-CFG the first reachable nDRF region (in depth-first-search order) in each thread function, as an entry nDRF region.
3. Identify nDRF regions that use the same synchronization variable (matching nDRF regions) (subsection 4.2).
4. Mark all join, barriers and signal-wait operations as non-enclave and the remaining nDRF regions as not-yet-processed (subsection 4.3).
5. Parse the Sync-CFG in a depth-first-search manner starting from each entry nDRF region. When unwinding, process each nDRF region as follows:
   5.1) Build the preceding-xDRF-paths and following-xDRF-paths for each nDRF region. Preceding- and following-xDRF-paths represent control-flow-paths that depart from the current nDRF region, extend across nDRF regions already marked as enclave and stop on the first encountered non-enclave or not-yet-processed nDRF region (subsection 4.4).
   5.2) Identify conflicts (subsection 4.5):
      5.2.1) Between the preceding-xDRF-paths and following-xDRF-paths of matching nDRF regions.
      5.2.2) Between the instructions within the matching nDRF regions and the preceding- and following-xDRF-paths.
      5.2.3) Between the instructions within any enclave nDRF crossed when building the xDRF paths of the matching nDRF regions (Step 5.2.1) and the preceding- and following-xDRF-paths of the current nDRF region.
   5.3a) (xDRF) If there are no conflicts, the nDRF region is enclave, otherwise non-enclave (subsubsection 4.5.1).
   5.3b) (xDRF-CI) If a conflict is detected (subsubsection 4.5.2):

1. Upon a conflict, the xDRF analysis marks the currently analyzed nDRF region as non-enclave. In contrast, the xDRF-CI analysis marks the currently analyzed nDRF region as enclave and isolates the conflicts.
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Fig. 4. Single-entry and multiple-entry nDRF regions: In (a) the depth-first-search reaches the lock operation in block 1 and starts a new nDRF region, collects blocks 2, 3 and 4, reaches block 5 and marks the end of the nDRF region and then backtracks and adds block 6. In (b) the control flow splits in block 1, before the start of the nDRF. Starting with the left branch, block 2 is recorded as the start of a new nDRF, the search adds blocks 3 and 4, then block 5 marking the end of the nDRF. When the search backtracks to block 1 and continues to block 6, block 6 will be recorded as the start of a second nDRF also including block 7. When discovering the visited block 4 of a different nDRF, the first and the second nDRFs are merged before backtracking.

5.3b.1) The currently analyzed nDRF region is marked as enclave.  
5.3b.2) The conflicting memory accesses are each automatically guarded by one nDRF region.  
5.3b.3) The newly inserted nDRF regions are marked as enclave. Their role is merely to isolate potentially shared data and to expose it to subsequent optimizations.

6) Parse the Sync-CFG in a depth-first-search manner starting from each entry nDRF region:  
6.1) If the current nDRF region is enclave, extend the current xDRF region, otherwise break the current xDRF region at this point and start a new one.  
6.2) If the current nDRF region is already enclave in another xDRF region, merge that xDRF region with the current xDRF region.

In what follows we detail each step of the xDRF and xDRF-CI delineation algorithm.

4.1 nDRF Region Delimitation

The analysis proceeds by identifying synchronization points, i.e. join operations, atomic instructions and regions of code guarded by acquire-release pairs. We denote such regions non-DRF (in short, nDRF). To delineate nDRF regions, a depth-first-search is performed parsing the control-flow-graph (CFG), starting at the entry point of each thread (i.e. the function called by a newly spawned thread). The compiler delineates join operations, atomic instructions, or in the case of lock-unlock it marks the region in between as nDRF (CS in Figure 1). When a lock operation is encountered, it is recorded as the start of a new nDRF region. Instructions encountered on the depth-first-search path that follow the lock are added to the region up until the end of the nDRF region, i.e. the corresponding unlock operation, as shown in Figure 4. To handle nested or overlapping locks, a counter is held to make sure that all locks acquired within the nDRF region are released before the end. Lock-unlock pairs are matched by synchronization-variable in addition to the counter.

If an nDRF region has multiple starting points (Figure 4.b), i.e. a lock is acquired on two branches that later merge before the release of the lock, the depth-first-search algorithm will come across one lock operation before the other. An nDRF region will be created including the instructions between the encountered lock and unlock, however, instructions between the unvisited lock and the merge point of the two branches will not be detected at this time. Instead, when the depth-first-search algorithm naturally reaches the other lock operation, a new nDRF region will initially be recorded. When the algorithm eventually reaches the merge point of the branches, it detects that the next instruction has already been visited, like a regular depth-first-search algorithm would do, and also that it is part of a different nDRF region than the one being recorded. At this point the compiler can infer that the encountered nDRF region and the one being recorded is actually part of the same nDRF region, which causes the merging of the two records. Multi-exit regions are handled in the same way, merging regions that overlap: regions that depart from the same nDRF (single-entry) or regions that cross a block that has already been processed (multi-entry, multi-exit regions) are merged into one nDRF region.

In addition to the control-flow of each thread-function, we parse the call-graph and examine the callee functions to identify all synchronization points. The compiler keeps track whether the nDRF context extends inter-procedurally (the lock is acquired in the caller function and released in the callee). The analysis is full-path context-sensitive, with re-use of information from already analysed contexts. We handle recursions by collapsing the recursive call site to one point. We analyze whether a function is called from different contexts – (i) called from two nDRF regions using different locks or (ii) from one nDRF and one xDRF region, or if the function can only be called from the same context – (i) called from different nDRF regions but which synchronize on the same variable or (ii) it is only called from xDRF regions. We also handle functions called via indirection (function pointers), by conservatively analyzing all functions whose addresses are taken within the program. While parsing the control-flow and call-graphs, the analyses builds the Sync-CFG, a graph that records the control- and call-flow between all synchronization points (Step 1). For each thread function, starting from the entry block we analyze the control-flow path and the first encountered nDRF region is marked as an entry-nDRF (Step 2). Since Sync-CFG is a graph without a single root node, the entry nDRF regions will serve as starting points for subsequent analyzes on Sync-CFG.

4.2 Synchronization Variables of Matching nDRFs

To correlate nDRF regions that synchronize one with another, i.e. matching nDRF regions, we first identify the synchronization variables used by each nDRF region, namely expressions that can
be used for synchronization. To this end, all instructions of an nDRF region are analyzed and the synchronization instructions (pthread_mutex, pthread_condition, etc) are singled-out. The variables accessed by these instructions represent the synchronization values. For instance, in call @pthread_mutex_lock(L), L is the synchronization value.

Starting from a synchronization value we build the set of variables this value aliases with and we denote this set a synchronization variable. Conservatively, synchronization values are in the same class if they MayAlias. Thus, synchronization variables are exhaustive, non-overlapping sets of synchronization values that (may) refer to the same shared variable. Matching nDRF regions are nDRF regions that share at least one synchronization variable (Step 3).

4.3 Pre-Analysis Marking of nDRFs
Before proceeding to analyze data sharing between threads in order to determine the nDRF regions’ nature, we mark all join, barrier and signal-wait operations as non-enclave. The reasoning is that these synchronization points, by their semantics, impose the happens-before relation between threads due to data sharing.

In practice, in the xDRF delimitation, such operations would be marked as non-enclave, as shown by the manual markings. Based on this observation, pre-marking these nDRFs as non-enclave not only simplifies the analysis, but also alleviates the problem of identifying statically which threads synchronize through partial or indirect joins.

In xDRF-CI delineation, the most important aspect is the consequence on the analysis effectiveness: assuming that joins, barriers and signal-wait synchronization points do not represent xDRF boundaries, the entire application would become one large xDRF region. As the probability of aliasing increases over larger regions, the xDRF-CI would mark the majority of memory accesses as conflicting 3. xDRF and xDRF-CI exploit the temporarily private nature of data within the xDRF regions.

The remaining nDRF regions are marked as not-yet-processed and their nature will be detected based on the data-sharing between threads, as described in what follows.

4.4 DRF and xDRF Paths
To determine the nature of each nDRF region, the compiler examines the instructions on the control flow paths preceding the nDRF region (DRF1) in Figure 1 and the instructions following the nDRF region (DRF2). The analysis builds the sets of instructions reachable before and after an nDRF region in two steps:

1) Collecting instructions on the DRF paths;
2) Collecting instructions on the xDRF paths;

Collecting instructions on the DRF-paths: We use the term DRF-path to denote a program path from one nDRF region to another, without passing through any nDRF region. The paths leading to a particular nDRF region are called the preceding-DRF-paths of the nDRF region, while the paths departing from a particular nDRF region are called the following-DRF-paths of that region. Figure 5(a), (b), and (c) shows examples of DRF paths for linear, divergent, and cyclic control-flow-graphs. The union of the preceding-DRF-paths builds the data-race-free region before the nDRF region of interest, while the union of the following-DRF-paths builds the data-race-free region after the nDRF region of interest. Note that the DRF-paths may have as limits different nDRF regions (Figure 5(b)) or that preceding- and following-DRF-paths may not be disjoint due to cycles in the control-flow-graph (Figure 5(c)).

Preceding- and following-DRF-paths are identified by parsing the CFG and the reverse-CFG, respectively, starting from the nDRF region of interest. The compiler collects instructions until an nDRF region is encountered, in which case the algorithm backtracks in search of not-yet-explored paths.

Collecting instructions on the xDRF-paths: Similarly, we use the term xDRF-path to denote a program path that starts from the current nDRF region, bypasses enclave nDRF regions (i.e. the xDRF path extends over enclave nDRF regions, but does not include the instructions from the critical section), until reaching a non-enclave or not-yet-explored nDRF region. Consequently, xDRF paths cannot bypass non-enclave nDRF regions. Akin to the notion of DRF paths, we use the terms preceding-xDRF-paths and following-xDRF-paths to refer to the union of xDRF paths leading to or starting from a given nDRF region. For example, in Figure 5(e), one preceding-xDRF-path contains blocks {1,2}, the other preceding-xDRF-path contains blocks {1,3} and there is no other path leading to the current nDRF block. Thus, the union of the preceding-xDRF-paths contains the blocks {1,2,3}, denoted as xDRF-before in the figure. When building each xDRF-path, instructions on the xDRF paths are analyzed. Call instructions trigger the analysis of the callee functions, if their code is available. If library calls cannot be analyzed, the call instruction is conservatively marked as a non-enclave nDRF region. Library calls can also be white-listed (e.g. math operations, etc).

Function summaries are not preserved, instead functions are re-analyzed for each call. This ensures correct handling of functions called from different contexts: (i) called from two nDRF regions using different locks or (ii) from one nDRF and one xDRF region. One solution is to generate a new version per context (function cloning) or to use the most conservative of the classifications. To avoid code-size increase we took the latter approach and marked a synchronization-point as non-enclave if at least one context required it.

In what follows, we explain how the xDRF-paths are built. Before the nDRF regions are marked as enclave/non-enclave (i.e. not-yet-processed), the preceding- and following-xDRF-paths correspond the preceding- and following-DRF-paths of the current nDRF region, respectively. The approach is then to iteratively extend DRF-paths into xDRF-paths by confirming that the nDRF regions that synchronize the DRF paths can be enclave (subsection 4.5).

Figure 5(d) and (e) shows xDRF-paths that depart from the nDRF region of interest, bypass nDRF regions already identified as enclave, and continue the search on each path until a non-enclave nDRF region is encountered.

Furthermore, matching nDRF regions guide the analysis to other functions that synchronize on the same variable to model additional parts of the data-flow (Figure 2 (b-f)). Thus, the analysis “connects” the xDRF-paths of an enclave nDRF region to all xDRF-paths (both preceding- or following-xDRF paths) adjacent to a matching nDRF region. For instance, in Figure 5(e), the preceding-xDRF-path of the nDRF region of interest collects block 1, then crosses an enclave nDRF region and branches to the
matching nDRF region (marked as connected by a dashed line). The search continues on the xDRF paths of each matching nDRF region until all paths have been explored. Searching on each xDRF path stops when a non-enclave block is reached. This algorithm adds blocks 2, 3 and 4 to the union of preceding-xDRF-paths.

4.5 Data Conflict Detection

Conflicts are detected from the perspective of each nDRF region, between three categories of accesses: (1) accesses on the preceding-xDRF-paths, (2) accesses on the following-xDRF-paths and (3) nDRF accesses (nDRF accesses refer to accesses from the current nDRF region and from its matching nDRF regions). A conflict occurs when accesses from different categories target the same memory location, at least one being a write. We denote such a conflict an xDRF data conflict. Note that conflicts do not occur between accesses of the same category. For instance, if accesses that belong to a preceding-xDRF-path incurred a conflict, this would be a regular data-race and the program would not be DRF. Regarding nDRF accesses, they are by definition synchronized and cannot lead to conflicts between them.

To determine if two accesses point to the same location, we complement traditional LLVM alias analysis [32] with a state-of-the-art pointer analysis [31] and report no conflict if at least one of the pointer analyses guarantees the accesses do not interfere.

Our analysis distinguishes between thread-local and variables that escape the thread scope and only checks for conflicts between variables visible to multiple threads (i.e. either global or escaped thread variables). This is implemented by tracing the def-use chain of the address in reverse order, searching for either a global variable, a function return, a function argument or a value that has been stored in or aliases non-local memory. We call such a value found on the def-use chain of the address a shared value. Given a pair of accesses, if at least one target address does not stem from a shared value, then there is no conflict between the two accesses. If each address stems from a shared value, but the shared values can be determined to be disjoint, then there is no conflict.

If the base addresses of two pointers stem from an escaped value (e.g. global + off_1 and global + off_2) we compare whether off_1 and off_2 can be equal, by tracking the de-references (memory indirections) and offsets used in the pointer arithmetic. Furthermore, we discard aliases in which the offset is initialized with the thread ID. This simple extension can, in most cases, guarantee that accesses to different elements of data structures do not alias. Otherwise, a conflict is reported.

Matching nDRF regions can lead to transitive synchronization (recall Figure 2(f)). An xDRF path can “branch” to other paths on enclave nDRF regions in order to account that thread-ordering caused by synchronization is transitive, i.e. $T_{h_0}$ and $T_{h_1}$ may synchronize to establish a happens-before order and $T_{h_1}$ and $T_{h_2}$ synchronize as well, which implicitly synchronizes $T_{h_0}$ and $T_{h_2}$. Although the pairs of threads that synchronize explicitly might not share data (i.e. $T_{h_0}$ and $T_{h_1}$ or $T_{h_1}$ and $T_{h_2}$), the implicitly synchronized threads ($T_{h_0}$ and $T_{h_2}$) may share data outside critical sections as the DRF properties can be guaranteed by the happens-before order established by the synchronization points.

Conflicts between transitively synchronized threads are detected in multiple steps. In the example from Figure 2(f), in the first step, the compiler checks for conflicts between memory accesses on the preceding-xDRF-path of signal A and on the following-xDRF-path of wait A (and vice-versa) and no conflict is detected. In both xDRF and xDRF-CI delineations, this signal-wait pair will be now marked as “enclave” (see subsubsection 4.5.1 and subsection 4.5.2 below). In the second step, the compiler checks the synchronization point signal B. When collecting the memory accesses on the preceding-xDRF-path of signal B, the compiler encounters another synchronization point wait A marked as “enclave”. Therefore, it recursively collects all memory accesses on the xDRF-paths of wait A and on the xDRF-paths of any matching nDRF region (i.e. the xDRF-paths of signal A), reaching the access $x = 1$ in $T_{h_0}$, in conflict with the read of $x$ (print x) in $T_{h_2}$.

Cyclic xDRF paths (the preceding- and following-xDRF-paths overlap, as in Figure 5(c)) are handled as follows:

- Non-overlapping blocks of one xDRF-path are checked for conflicts against the other xDRF-path: block 2 from the preceding-xDRF-path and blocks 1 and 3 from the following-xDRF-path, in Figure 5(c);
- Blocks belonging to the loop are analyzed for loop carried dependences: blocks 1 and 3.

To expose region boundaries to the hardware, the compiler marks begin/end xDRF, begin/end nDRF regions through special instructions, akin [29,30]. Conflict handling represents the main difference between the xDRF and the xDRF-CI delineations, as shown below.
In the xDRF delineation, in case a conflict is detected, the nDRF region separating the conflicting accesses (i.e. the currently analyzed nDRF region) is marked as non-enclave. Furthermore, if a conflict is detected between xDRF paths that cross nDRF regions already marked as enclave, not only the currently analyzed nDRF region is marked as non-enclave, but also the status of the nDRF region adjacent to the conflicting access is changed from enclave to non-enclave. This aspect is illustrated, in Figure 5(e), if a conflict is detected between block 5 and block 3, both the currently analyzed nDRF region and the one following block 3 are marked as non-enclave.

Similarly, in case of the transitive synchronization shown in Figure 2(f), once the conflict between $T_h_0$ and $T_h_2$ is detected (during the analysis of the signal-wait operations on $B$), the signal-wait operations on $A$ are changed from enclave to non-enclave, and the signal-wait operations on $B$ are marked as non-enclave. Thus, the signal-wait operations on $A$ mark the boundaries of the xDRF regions in $T_h_0$ and $T_h_1$, while signal-wait on $B$ mark the boundaries of the following xDRF regions in $T_h_1$ and $T_h_2$.

Once a synchronization was marked as an xDRF boundary (non-enclave), it cannot be promoted back to being "enclave".

### 4.5.2 xDRF-Cl Conflict Isolation

To avoid fragmenting the xDRF regions due to false conflicts (i.e. memory accesses that may alias), we developed a technique which detects and isolates conflicts, without breaking the xDRF region (denoted as xDRF-Cl). Once the conflicts are isolated, the synchronization points adjacent to the DRF regions that include the conflicting accesses are marked as enclave.

These nDRF regions are intended to isolate conflicts and include a single memory instruction. For full compatibility with the nDRF regions marked in our previous xDRF proposal, we decided to guard the conflicts with begin/end_nDRF instructions. Alternatively, a new class of memory operations forced to operate on a pair of accesses is data-race-free, if at least one of the conditions do not hold: $\exists a \wedge \exists b \wedge (a \neq b)$.

#### Definition 1: A data race occurs when all conditions hold:

1. In a multi-threaded process, two accesses executed by different threads target the same memory location and at least one of the accesses is for writing;
2. The accesses take place concurrently;
3. At least one access is not a synchronization operation.

#### Definition 2: Two accesses are called data-race-free, if at least one of the conditions do not hold: $\exists a \wedge \exists b \wedge (a \neq b)$.

#### Corollary 1: In a multi-threaded process, if two data-race-free accesses can run concurrently, are not synchronization operations and at least one is a write operation, the accesses do not target the same memory location. Formally, $a \circ b \wedge \exists \mathcal{O} \wedge \exists \mathcal{O} \implies \emptyset$.

#### Definition 3: A program $\mathcal{P}$ in which any pair of accesses is data-race-free is called data-race-free. Formally, $\mathcal{P}$ is DRF $\iff \forall a, b \in \mathcal{P}, a \circ b$.

We denote that there is a path from an access $a$ to an access $b$ by $a \leadsto b$.

#### Definition 4: We denote a synchronization-race-free region (SFR) the set of instructions on the control-flow paths between two consecutive synchronizing operations, i.e., not including other synchronization operations on any path between them. Formally, $SFR = \{instr| (instr \neq sync) \wedge (\forall a, b \in SFR, \exists x, x = sync \wedge a \leadsto x \leadsto b)\}$, where $sync$ is a synchronization instruction.

We further divide SFR regions in two classes: (1) flexible, amenable to optimizations, such as regions between two unlock operations and excluding the synchronization operations (i.e. outside critical sections), denoted as DRF regions; and (2) constrained, imposing restrictions, such as regions within two lock-unlock operations and including the synchronization operations (i.e. inside a critical section), denoted as nDRF. The step 1 in our algorithm identifies the nDRF regions.

#### Definition 5: We define two nDRF regions $nDRF$ and $nDRF'$ as matching nDRF regions, and denote them by $nDRF \sim nDRF'$, if they synchronize on the same resource, i.e., use the same synchronization variable. Matching nDRF regions are identified in the step 3 of our algorithm.

We denote that the control flows from a region $A$ to a region $B$ as $A \rightarrow B$.

#### Definition 6: We define two DRF regions, $DRF^A$ and $DRF^B$, as consecutive if for any path from $DRF^A$ to $DRF^B$ there is only one $nDRF$ region. Formally, $DRF^A \rightarrow nDRF \rightarrow DRF^B$.

#### Definition 7: We define as preceding-DRF-paths of an nDRF region $nDRF$ all accesses in a DRF region $DRF$ such that $DRF \rightarrow nDRF$. Similarly, we define as following-DRF-paths of $nDRF$ all accesses in a DRF region $DRF$ such that $nDRF \rightarrow DRF$.

#### Definition 8: An xDRF path is recursively defined as a single DRF path, or as the union of two xDRF paths given the following conditions.

$xDRF_{path} = \{DRF_{path} \cup xDRF_{path}\}$

Let there be nDRF region $nDRF$, with its preceding-xDRF-paths $DRF^A$ and its following-xDRF-paths $DRF^B$. $DRF^A \rightarrow nDRF \rightarrow DRF^B$.

And let there be any nDRF region $nDRF'$ matching nDRF region $nDRF$, with its preceding-xDRF-paths $DRF'^A$ and following-xDRF-paths $DRF'^B$. $DRF'^A \rightarrow nDRF' \rightarrow DRF'^B$.

1. For any pair of accesses $a, b$, where $a$ is on a preceding-xDRF-path (of either $nDRF$ or $nDRF'$) and $b$ is on a following-xDRF-path (of either nDRF region), the pair of accesses is data-race-free, $a \circ b$ (step 5.2.1).
2. For any pair of accesses $a, b$, where $a$ is on an xDRF-path ($\forall a \in \{xDRF^A, xDRF^A', xDRF^B, xDRF^B'\}$) and $b$ is in an nDRF region ($\forall b \in \{nDRF, nDRF'\}$), the pair of accesses is data-race-free, $a \circ b$ (step 5.2.2).
The union of the preceding- \((xDRF^A)\) and following-xDRF-paths \((xDRF^B)\) of \(nDRF\) build an xDRF-path \((xDRF^{A_B})\) extending across \(nDRF\). Similarly, preceding- and following-xDRF-paths of \(nDRF'\) build an xDRF-path \(xDRF^{A_B'}\) extending across \(nDRF'\).

**Definition 9:** The set of xDRF paths between consecutive non-enclave nDRF regions builds an xDRF region. Hence, an xDRF region is recursively defined as a single DRF region, or as the union of two xDRF regions:

\[ xDRF = \{ DRF \mid xDRF \cup xDRF \} \]

**Definition 10:** We define an nDRF region \(nDRF\) as enclave in an xDRF region \(xDRF^{AB}\), and denote as \(nDRF \circ xDRF^{AB}\), if \(xDRF^A \implies nDRF \implies xDRF^B \) and \(xDRF^A \) and \(xDRF^B\) belong to \(xDRF^{AB}\).

**Definition 11:** Two xDRF regions are said to be matching if they enlace matching nDRF regions. Formally, \(xDRF \vdash xDRF' \iff nDRF \circ xDRF \land nDRF' \circ xDRF' \land nDRF \implies nDRF'\).

The property of matching xDRF regions is transitive. If \(xDRF\) matches \(xDRF'\) and \(xDRF'\) matches \(xDRF''\) – possibly synchronizing on a different resource than the pair \((xDRF, xDRF')\) – then no conflict can occur between the regions \(xDRF\) and \(xDRF''\) or between an xDRF region and the nDRF regions enclave in the "transitively matching" xDRF region (step 5.2.3). This property ensures that transitive synchronization and sharing of data between threads (see Figure 2(f)) is detected.

### 5.2.2 xDRF with Conflict Isolation

xDRF-CI regions preserve the DRF semantics across the entire region as defined by **Definition 9.** By construction, xDRF-CI regions isolate conflicts by enclosing them in nDRF regions (step 5.3b.2). Since no conflicting accesses belong to the xDRF-CI, the nDRF regions separating the conflicts are marked as enclave (step 5.3b.1). Furthermore, following the same reasoning, the new nDRF regions are also enclave (step 5.3b.3).

As a consequence, nDRF regions that are marked as non-enclave in the xDRF delimitation (see Figure 3), are now marked as enclave in the xDRF-CI delimitation. While the xDRF delimitation prohibits instructions from adjacent xDRF regions to be reordered across these nDRF regions, the xDRF-CI delimitation refines this restriction and prohibits reordering only for accesses that indeed should not cross the nDRF boundaries (accesses to \(x\) in Figure 3). The conflicting accesses, enclosed in new nDRF regions, cannot migrate, since all nDRF regions preserve the original program order to ensure correctness. The remaining xDRF instructions (marked in green or blue blocks in Figure 3), can freely migrate across the boundaries of the nDRF regions, as long as dependences between instructions are respected.

To prove the correctness of the xDRF-CI delineation, consider two matching xDRF regions, \(xDRF \bowtie xDRF'\) (according to **Definition 11**) and two memory accesses \(\forall a \in \{xDRF\}, \forall b \in \{xDRF'\}\), at least one write, that are not synchronization operations (\(\otimes\)). Since \(a\) and \(b\) belong to matching xDRF regions, they can execute concurrently (\(\otimes\)). Assume that the xDRF-CI regions do not preserve the DRF semantics (\(reductio ad absurdum\)) and the two memory accesses conflict \(a \otimes b\). By **Definition 1**, \(\otimes \otimes \implies \otimes\), which translates to accesses \(a\) and \(b\) target the same location and at least one is a write (\(\otimes\)). However, by construction of xDRF-CI, conflicting accesses are isolated as enclave nDRF regions (step 5.3b.3), which means that \(a \notin \{xDRF\}\), and/or \(b \notin \{xDRF'\}\), which contradicts our hypothesis. This proves the first property of xDRF regions, according to **Definition 8** and **Definition 9**.

The same reasoning applies for any pair of accesses \(a, b\), where \(a\) is on an xDRF-path (\(\forall a \in \{xDRF\}\)) and \(b\) is in an nDRF region (\(\forall b \in \{nDRF\}\) enclave in the xDRF region, \(nDRF \circ xDRF\) or in any matching nDRF region, \(nDRF \implies nDRF'\)). Assume again that the xDRF-CI regions do not preserve the DRF semantics (\(reductio ad absurdum\)) and the two memory accesses conflict \(a \otimes b\). By the same reasoning as above, this implies that accesses \(a\) and \(b\) target the same location and at least one is a write (\(\otimes\)), which, by construction of xDRF-CI, would mark \(a\) as an nDRF region. This again contradicts our hypothesis that \(a \in \{xDRF\}\). This proves the second property of xDRF regions, according to **Definition 8** and **Definition 9**.

Thus, the xDRF-CI preserves the DRF semantics.

### 6 Evaluation

We divide the evaluation in two main parts. The first part focuses on the number of detected xDRF-CI regions, both from a static and from a dynamic perspective. The second part shows the impact of the xDRF-CI regions in SPEL++ [13], a cache coherence protocol optimized for DRF accesses.

Our evaluation is performed on applications from the Splash-3 [33] (an updated, data-race-free version of the Splash-2 suite [34]) and Parsec-2.1 [35] benchmark suites. The applications are executed with the standard inputs for Splash-2/3 and small inputs for Parsec-2.1. The run-time numbers are
gathered after warming-up the caches in the parallel phase of the applications, as marked in the benchmark suites as regions of interest.

6.1 Large xDRF Regions with Conflict Isolation

We compare the proposed automatic compile-time delineation of large xDRF (labeled as *xDRF-CI-Compiler*) to our previous delineation of xDRF regions [14] (labeled as *xDRF-Compiler*) and a manually delineation based on code inspection [36] (labeled as *xDRF-Manual*). Our baseline (labeled as *DRF*) is a DRF program where every nDRF region is considered as non-enclave, thus breaking the xDRF region. That is, the number of DRF regions in the baseline is equal to the number of xDRF regions.

We performed an automatic static analysis for the entire application, and then we study the number of executed xDRF regions.

6.1.1 Static Large xDRF Regions

Figure 6 shows the number of nDRF regions in the code, all or them considered non-enclave. On average there are 23.2 nDRF regions per application. The automatic delineation of xDRF regions found that, on average, 5.5 of these regions can become safely enclave, thus merging the corresponding preceding and following xDRF regions into a single one.

There are still, however, 17.7 non-enclave regions, on average, in the *xDRF-Compiler* approach. Some of them (2.9 on average) are conservatively marked by the compiler as non-enclave, while the manual annotations performed with a careful code analysis showed that those regions can be safely enclave.

On average, the *xDRF-Compiler* approach misses optimization opportunities for more than 10% of the nDRF regions found in the code. It performs particularly well and matches the manual delineation on Dedup, FFT, Fluidanimate, LU, LU-nc, Radix, and Streamcluster. In contrast, other applications, such as Barnes, Cholesky, FMM, Ocean, Ocean-nc, Radiosity, Raytrace, Volrend, Water-Nsq, and Water-Sp, miss optimization opportunities due to the conservative approach of the compiler.

For instance, in *Barnes*, the compiler cannot identify that the conditional that guards a region of code ensures that only one thread can execute that region. An expert can reason about the semantics of the code in addition to detecting potential conflicts and manually mark the region as xDRF. Radiosity, Raytrace, and FMM operate on tasks that are obtained from a task-queue. Tasks are accessed via non-statically analyzable function pointers and the compiler cannot determine statically that each thread obtains a unique task. Assuming that each task can be executed by multiple threads, the compiler reports conflicts, whereas the expert can identify that the potentially conflicting accesses are actually performed by a single thread (i.e., each task is dequeued and executed by one thread only). Both Water benchmarks show the limits of the pointer analysis, as many of the may-alias conflicts reported by the compiler do not occur in practice. The conservatively non-enclave regions in *Cholesky* and *Raytrace* from a custom memory allocator which is called before the parallel region and within the region from the main thread. Similarly to *Barnes*, the compiler does not detect that only one thread actually can execute this code region and conservatively reports a potential conflict. *Cholesky* and *FMM* additionally report false-positives due to a recursive function forcing the same region to be checked for conflicts against itself (instructions may alias with themselves, even though each thread executes a different recursion levels of the function, similar to different iterations of a loop).

Thanks to conflict isolation, the *xDRF-CI-Compiler* can safely convert into enclave regions:

- The non-enclave regions marked conservatively by *xDRF-Compiler* (Incorrectly Non-Enclave nDRF regions), thus regaining missed optimization opportunities;
- The non-enclave nDRF regions marked correctly by *xDRF-Compiler*, but which can be handled as enclave if conflicting accesses are isolated (e.g. FMM, Radiosity).

Since we choose to apply conflict isolation only for nDRF regions which do not contain signal, broadcast or wait constructs, the last bar in Figure 6 shows the number of regions containing such constructs. On average, we reduce the number of non-enclave nDRF regions by 3.2 compared to our previous solution (*xDRF-Compiler*), with a peak of 27 less non-enclave nDRF regions in Radiosity.

The compilation time when automatically inserting xDRF and xDRF-CI annotations is shown in Table 1. The overhead of xDRF-CI over xDRF is negligible for all applications except FMM, Cholesky and Raytrace. Most applications have acceptable overhead when applying xDRF over the baseline. Cholesky and Radiosity, however, entail high overhead. Assuming that compilation-time becomes a concern, one can introduce a time-budget and stop the xDRF compile-time analysis once the given time-budget is exhausted. The experiments presented in the next section show that applications with a high-overhead compile-time analysis do not necessarily benefit from the xDRF analysis. Hence, the time-budget would be a viable solution, while still improving the performance of most applications.

6.1.2 Large xDRF Regions at Runtime

To understand the impact of xDRF regions, we conducted a study to count, at runtime, which regions are executed more frequently. Figure 7 complements Figure 6 by offering a runtime perspective. We plot the number of dynamic instances of non-enclave nDRF regions normalized to the number of executed nDRF regions. If the normalized bar equals 1 (i.e., all executed nDRF regions are non-enclave, which is equivalent to $\#xDRF = \#DRF$), this indicates that no DRF regions could be merged into the same xDRF region. In this figure lower is better, meaning that less but larger xDRF regions have been found.
at run time. Thanks to the conflict isolation technique of enclave nDRF regions (xDRF-Compiler) with high impact large number of dynamic instances of enclave nDRF regions.

Moreover, Fluidanimate and Dedup, which we treat as xDRF boundaries, even with the merging of DRF regions into xDRF regions, since all or most of the nDRF regions are made visible (coherent with other threads) in the boundaries of xDRF regions (i.e. non-enclave nDRF regions), by flushing blocks cached privately. While nDRF memory references are resolved as in a standard directory protocol, accesses within xDRF regions perform in the following way:

- **Read misses**: Read misses obtain the data as in a directory protocol. The data block is stored in the cache in "private" mode without being tracked by the directory (the copy is invisible to the coherence protocol), making a more efficient use of its storage.
- **Write misses**: Store operations do not cause write misses nor invalidation messages, since they do not require read or write permission. Every store allocates space in cache and writes the new value. The block is marked as "private" and "dirty" bits are set to track every written byte.
- **Cache evictions and flushing**: A cache eviction of a "private" block has the same effect as a flush, employed to enforce coherence in the xDRF region boundaries. Clean blocks can be silently evicted. Dirty blocks require a write-back of the modified bytes. In case there are coherent copies of a block cached by remote cores (by an nDRF access), they should be first invalidated, and then updated with the data being written back.

### Simulation Methodology

We employ the GEMS simulator [38], a detailed simulator for multiprocessor systems. GEMS is fed with information gathered by a Pin tool [39], which offers detailed information about the execution of the applications, such as executed instructions, memory references, and synchronization primitives. Synchronization primitives are captured by Pin and do not provide to the simulator the instructions executed, but the functional behavior of the primitive. This functional behavior is properly modeled in the internals of the simulator by generating the necessary instructions dynamically. The interconnection network has been modeled with GARNET [40], included in the GEMS toolset. Reported energy consumption has been obtained with McPAT [41], assuming a 32nm process technology.

We compare the different xDRF alternatives analyzed in the previous section on top of the SPEL++ cache coherence protocol and normalize them to a traditional directory protocol with MESI states (Directory). These cache coherence protocols have been

### 6.2 Optimizing Coherence with large xDRF regions

Identifying xDRF regions offers great potential for optimizing cache coherence protocols. This section analyzes the impact of xDRF regions and large xDRF regions with conflict isolation in a state-of-the-art, dual-mode cache coherence protocol: SPEL++.

#### 6.2.1 SPEL++: A Dual-Mode Cache Coherence Protocol

SPEL++ [13] deactivates coherence for memory accesses performed within xDRF regions and maintains traditional directory coherence for accesses within nDRF regions. Data accessed during xDRF regions are made visible (coherent with other threads) in the boundaries of xDRF regions (i.e. non-enclave nDRF regions), by flushing blocks cached privately. While nDRF memory references are resolved as in a standard directory protocol, accesses within xDRF regions perform in the following way:

- **Read misses**: Read misses obtain the data as in a directory protocol. The data block is stored in the cache in "private" mode without being tracked by the directory (the copy is invisible to the coherence protocol), making a more efficient use of its storage.
- **Write misses**: Store operations do not cause write misses nor invalidation messages, since they do not require read or write permission. Every store allocates space in cache and writes the new value. The block is marked as "private" and "dirty" bits are set to track every written byte.
- **Cache evictions and flushing**: A cache eviction of a "private" block has the same effect as a flush, employed to enforce coherence in the xDRF region boundaries. Clean blocks can be silently evicted. Dirty blocks require a write-back of the modified bytes. In case there are coherent copies of a block cached by remote cores (by an nDRF access), they should be first invalidated, and then updated with the data being written back.

### Simulation Methodology

We employ the GEMS simulator [38], a detailed simulator for multiprocessor systems. GEMS is fed with information gathered by a Pin tool [39], which offers detailed information about the execution of the applications, such as executed instructions, memory references, and synchronization primitives. Synchronization primitives are captured by Pin and do not provide to the simulator the instructions executed, but the functional behavior of the primitive. This functional behavior is properly modeled in the internals of the simulator by generating the necessary instructions dynamically. The interconnection network has been modeled with GARNET [40], included in the GEMS toolset. Reported energy consumption has been obtained with McPAT [41], assuming a 32nm process technology.

We compare the different xDRF alternatives analyzed in the previous section on top of the SPEL++ cache coherence protocol and normalize them to a traditional directory protocol with MESI states (Directory). These cache coherence protocols have been
Fig. 8 shows the L1 cache miss rate (%) classified by the cause of the miss.

Fig. 9 shows the L1 cache miss rate (%) classified by the type of the miss.

and coverage misses. However, on average, in xDRF, 19.1% of the cache misses are due to flush operations, while the manual delineation reduces these misses to 17.6%. The additional misses (compared to Manual) are due to extra flush operations that appear because of the conservative automatic analysis. In particular, Barnes is an example where the automatic delineation is far from the manual one. When isolating the conflicts within enclave nDRF regions, the number of flush operations is reduced and only 17.0% of the misses are due to crossing of xDRF boundaries. Both Barnes and Radiosity, are clear examples where significant improvements are obtained with respect to manual, thanks to the isolation of conflicts.

Figure 9 shows the same miss rate as in Figure 8, but now showing how each miss is resolved. Writes in DRF regions are always considered as hits, and this is the reason they do not appear in the figure. Read misses in directory are always treated as nDRF, while SPEL++ saves coherence traffic by executing misses within DRF regions in DRF-mode. If conflict isolation (CI) would isolate also across barriers and signal/wait, the number of read nDRF would increase in SPEL++, going back to directory numbers. There are however two applications, namely FMM and Streamcluster, where the miss rate increases when applying the CI technique with SPEL++, compared to directory. In such cases it would be interesting to analyze more aggressive conflict resolution policies, i.e., across signal/wait or barriers. The downside of such policy is a potential high number of nDRF misses. This trade-off analysis is left as future work.

As mentioned, larger xDRF regions help to reduce coherence traffic. Figure 10 shows the network traffic generated by the applications, normalized to Directory. SPEL++ for DRF regions is able to reduce the network traffic in most cases, except in Barnes, Fluidanimate, FMM, and Radiosity. These are synchronization-intensive applications, and therefore contain a large number of small DRF regions. This leads to many cache flushes which cancels the benefits of SPEL++ for DRF codes. On the other hand, the automatic identification of xDRF regions reduces noticeably the traffic in Fluidanimate, Dedup, Radiosity, and Volrend, as a consequence of merging DRF regions into larger xDRF regions (see Figure 7). On average, the network traffic is reduced by 20.7% with xDRF-Compiler. Furthermore, when applying the conflict isolation technique, the traffic can be reduced by 23.1%, mainly due to the reductions in Barnes and Radiosity.

Figure 11 shows the execution time normalized to a directory protocol. Again, we observe that, on average, SPEL++ with mere DRF delineation is on-par or slightly out-performed by the baseline. When applying automatic xDRF delineation, execution time is reduced by 10.0% (compared to DRF), leading to 6.8% improvements with respect to Directory and almost on-par with the ideal, manual delineation (8.1%). The only exception is Barnes,
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