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SUMMARY

Shared-memory architectures have become predominant in modern multi-core microprocessors in all market
segments, from embedded to high performance computing. Correctness of these architectures is ensured
by means of coherence protocols and consistency models. Performance and scalability of shared-memory
systems is usually limited by the amount and size of the messages used to keep the memory subsystem
coherent. Moreover, we believe that using the same mechanism to keep coherence for all memory accesses
can be counterproductive, since it incurs unnecessary overhead for private data and read-only shared data.
Having this in mind, in this paper we propose the use of dedicated caches for two kinds of data. The private
cache (L1P) will be independent for each core and will keep data that can be accessed without contacting
other nodes (i.e., private data and read-only shared data), while the shared cache (L1S) will be logically
shared but physically distributed for all cores and will keep modifiable shared data. This separation should
allow us to simplify the coherence protocol, reduce the on-chip area requirements and reduce invalidation
time. This dedicated cache design requires a classification mechanism to detect private and shared data.
Results show two drawbacks to this approach: first, the accuracy of the classification mechanism has a huge
impact on performance. Second, a traditional interconnection network is not optimal for accessing the L1S,
increasing register-to-cache latency when accessing shared data.
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1. INTRODUCTION

Modern chip multi-processors feature a mix of latency and throughput oriented cores running both

sequential and multithreaded applications and mixed workloads. These architectures usually share

a common memory space that is kept coherent through hardware mechanisms. While coherence

and memory consistency are key aspects to ensure the correct execution of the applications on

the system, they usually incur performance overheads proportional to the size of the system (i.e.,

number of cores, interconnection characteristics, etc). In addition, the implementation choice of the

cache coherence protocol has a considerable impact on scalability in terms of area requirements,

application execution time and energy expenditure.

Data accessed by applications show a wide range of data sharing degrees, from thread local data

to data shared by multiple cores. The sharing degree is mainly influenced by the programming

methodology and the nature of the application. However, traditional coherence protocols maintain

coherence in the same way for all data accesses, regardless of the nature of the data that is being
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accessed. In other words, blindly handling all memory accesses in the same way can be suboptimal,

since the coherence protocol incurs in unnecessary overhead for accesses targeting addresses that

would remain coherent anyway, such as private data [1] and read-only data [2].

Recent literature provides plenty of hardware optimizations that make use of the private or shared

nature of data or accesses. For example, Hardavellas et al. [3] and Li et al. [4, 5] employ the

classification to optimize distributed shared caches (NUCA: Non-uniform Cache Architecture),

Kim et al. [6] improve the efficiency of token-based protocols, and Cuesta et al. [1, 2] reduces

the pressure in the directory caches (see Section 5 for more examples).

The hardware optimizations based on the knowledge of the private or shared nature of the

data require mechanisms to detect and classify such properties. There are many classification

mechanisms in the literature that work at different levels: compiler [7, 4, 5, 8], operating

system (OS) [1, 3, 6], translation look-aside buffer (TLB) [9, 10], or at the coherence protocol

level [11, 12, 13].

This work explores a novel architecture design that takes advantage of the nature of the accessed

data. Our main objective is to provide simplicity and scalability in a multi-core design. In particular,

we rely on the usage of two dedicated caches: a private cache (L1P) and a shared cache (L1S).† The

L1P cache stores only private and shared-read-only data. Coherence actions for these data blocks are

only required when their nature changes from private or read-only to shared-read-write or vice versa.

These coherence actions are performed locally, without the need to communicate with other cores,

but with the next cache level. On the other hand, the shared cache is logically shared but distributed

across all cores, i.e., a NUCA cache. In this case, no coherence actions are needed because there is

only one copy of each data block at a particular level in the cache hierarchy. This way, the memory

coherence of the system is maintained without needing neither a directory, nor snooping requests.

With this dedicated private and shared cache design we expect to simplify the coherence protocol,

since the coherence actions are local to the core executing them, and to eliminate completely the area

overhead entailed by the coherence protocol, since no information about the data cached in other

cores is required. Our goal is therefore to improve scalability with none or negligible performance

degradation. We will guide the reader through the design process highlighting the benefits of the

proposal, the problems that led us to negative results, and the future research lines that derive from

this work. Our contributions include:

• A dedicated cache design for chip multiprocessors that exploits the nature of the accessed

data.

• Analysis of different implementations of the concept, including using a two-dimensional mesh

and a point-to-point network.

• Analysis of different private-shared classification techniques, explaining the benefits and

drawbacks of each approach.

• Evaluation of the proposal in terms of performance, network traffic and cache miss ratio using

several interconnects and classification techniques.

• Discussion on the design flaws of the proposal, conditions required by the architecture to be

efficient, and suggestions about future research lines.

The rest of the paper is organized as follows: Section 2 describes the implementation details of

our proposal. Section 3 explains the evaluation environment, and provides details of the analyzed

processor configuration. Section 4 discusses the main results of our research. Section 5 describes

state-of-the-art solutions that exploit the nature of accessed data and compares them to our proposal.

Finally, we conclude with Section 6 and suggest directions for further research.

†Although in this work we focus on a single level of local cache (per core), the proposed concepts are extensible to
several levels of local caches.
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Figure 1. Dedicated cache design diagram.

2. SEPARATE CACHES FOR PRIVATE AND SHARED DATA

In this paper we propose a novel cache design that uses two separate caches to store two types of

data. A private L1 cache (called L1P) for each core is used to store both private and shared read-only

data, while a logically shared but physically distributed L1 (called L1S) is used to store modifiable

shared data. This design avoids having more than one copy of any modifiable data with the intention

of simplifying the task of guaranteeing memory coherence.

The L1P works much as a regular private L1 data cache, but it does not have to deal with external

requests from other cores. This significantly simplifies the implementation of the cache controller.

On the other hand, the L1S works like a NUCA cache in a tiled chip multiprocessor (CMP). Each

tile provides a bank for the global L1S and accesses to shared data may perform the look-up in

the L1S in the local bank or in a remote bank. The distributed nature of the L1S cache requires

an interconnection network to direct the request to the home tile (L1S bank) where the requested

data block maps. The L2 cache in our proposal has also a NUCA architecture, but it can store both

private and shared blocks as in most other designs.

In the proposed architecture, when a core executes a memory instruction (e.g., load or store), it has

to know the type of the access (see Section 2.1) before it is initiated in order to decide if the memory

request should be sent to the L1P or to the L1S (Figure 1). The access to the L1P is performed as in

standard implementations. However, the access to the L1S may require extra latency. In particular,

when the access is performed in a remote bank, an 8-byte (control) request message is sent to the

corresponding bank, and an 8+8-byte response message (control+requested word) is sent back to

the requesting core through the interconnect.

The main benefits of this design are the following:

✦ It eliminates the need for core-to-core communication (both directly or indirectly) to keep

cache coherence. No invalidation messages are issued upon write misses, because shared

read-write data always reside in a unique place in the shared cache. On the other hand, no

forwarding messages are required to read a copy cached by a different core, since the up-to-

date copy of the data is guaranteed to be in the shared cache. This considerably reduces the

complexity of cache controllers and the number of protocol transient states.

✦ It completely eliminates the need for a directory, since no invalidation or forwarding messages

are required. Provided that, typically, the area required by the directory structure is one of the

main limitations for building large-scale multi-core architectures, the scalability of multi-core

processors is largely improved by our proposal.

✦ It removes the indirection to the directory, thus resolving all cache misses in two hops, without

the need of waiting for invalidation acknowledgements.

✦ It reduces the pressure in the L1P, and therefore the number of cache misses, since private

data will not compete with shared data, which have completely different associativity

requirements [14, 15].
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✦ It reduces the amount of memory required for the L1 caches, since shared blocks are not

duplicated in several L1 caches. In general, the L1 caches are better utilized.

✦ It allows specialized cache designs for private and shared data blocks.

However, this design does not come without drawbacks. The main disadvantages are the

following:

✪ It entails extra latency when accessing shared data, even when the access hits in the L1. A low

latency interconnect is necessary in order to overcome this drawback.

✪ The accesses to shared data are transmitted through the interconnect, thus increasing network

traffic. A high-bandwidth interconnect is necessary if the number of shared accesses becomes

predominant.

✪ It requires an effective classification mechanism to detect the nature of the accesses. This

mechanism should provide the information a-priori, that is, before accessing the L1.

The proposed design exhibits numerous advantages, nevertheless, the design of the interconnect

and the classification mechanisms are essential for the overall performance. A poor classification,

for instance, may cancel the benefits of the L1 split caches. In this work we analyze these important

design factors.

2.1. Classification mechanisms

Directory-based classification [11, 12, 13, 16, 17], despite providing high accuracy, is not suitable

for our proposal, since our architecture requires that the nature of the memory access is known

before the access is initiated. More importantly, using such techniques would require maintaining

hardware directories, which represent the main bottleneck in traditional coherence protocols, and

therefore were eliminated in our architecture design.

Similarly, TLB-based classification [9, 10] is able to detect a large amount of private pages, but

at the cost of extra complexity in the design of the TLBs. Since the main goal of this work is to

simplify the hardware required to maintain coherence, we discard the TLB-based approach. Next

subsections analyze the most promising classification mechanisms.

2.1.1. OS-based classification. The OS-based classification mechanism [1, 3, 6] operates at the OS-

level, hence at memory page granularity. This mechanism uses an additional bit in the page table to

mark the state of the page as private or shared. This P/S bit is also included in the TLB entries to

facilitate the retrieval of the classification information when performing a memory access to guide

the core accessing a block towards the cache that contains it.

OS-based classification mechanisms mark pages as private the first time they are accessed after

a page fault. The core ID of the node that requests the page is marked as the owner. Next, upon

each access, the classification mechanism first attempts to match the core ID of the owner and of the

core currently requesting the page. If they differ, an interruption of the first core is triggered, which

results in an update of the page table changing the state of the accessed page to shared.

The disadvantage of the OS-based classification is that it is highly conservative: (1) it operates on

a very coarse granularity marking as shared accesses that target distinct locations which reside in the

same memory page; and (2) it does not account for temporality and merely accumulates information

regarding accesses to the same memory page in different stages of execution. Thus, long running

programs yield a high degree of sharing, since eventually most of the pages will be accessed by

multiple cores.

2.1.2. Compiler-assisted classification. Compiler-assisted approaches inspect the code at compile-

time and conservatively classify accesses based on the nature of the target data [4, 5, 7] or based on

the nature of the code regions initiating the access [8].

Classifying data statically [4, 5, 7] poses monumental challenges for compilers due to

dynamic memory allocation, pointer chasing and other statically unknown events, yielding such

classifications either inaccurate, and thus not suitable for our proposal which must guarantee

Copyright c© 2015 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2015)
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Table I. System parameters.

Memory parameters

Block size & page size 64 bytes & 4 KB
L1 (or L1P) cache 32 KB, 4 ways, 4 cycles access latency
L1S cache (32 KB, 4 ways) per tile, 4 cycles + Network access latency
L2 cache (shared) 512 KB/tile, 16 ways, 12 cycles access latency
Memory access time 160 cycles

Network parameters

Topology 2-D mesh (4×4) & Point-to-point
Routing method X-Y deterministic
Message size 5 flits (data), 1 flit (control)
Switch-to-switch time 6 cycles (Garnet) & 1 cycle (Simple)
Bandwidth 1 flit per cycle

correctness, or highly conservative, which provides correctness guarantees but cancels the

optimization opportunities.

In contrast, compile-time classifications which exploit information regarding the nature of code

regions [8], namely data-race-free (DRF) and non-data-race-free (nonDRF) regions, are highly

accurate and do not resort to conservative decisions. Code region classification straightforwardly

stems: (1) from the programming paradigm, e.g. OpenMP parallel programming clearly delineates

DRF and non-DRF regions based on programmer’s annotations; (2) from the programming language

semantics, e.g. C++11 standards require DRF semantics; or (3) from compile-time analysis, e.g. in

automatically parallelized applications, the compiler has full knowledge of data sharing and of the

work distribution among the threads. Based on the code region classification, the compiler marks

accesses performed during the execution of DRF regions as private, while accesses within non-

DRF regions are shared. Hence, accesses targeting the same memory location at different stages of

execution may be marked differently.

3. EVALUATION METHODOLOGY

The proposed dedicated cache design has been evaluated using the cycle-accurate GEMS [18]

simulator. Our simulation infrastructure employs real system data accesses captured by a PIN [19]

tool, which are used as input for the GEMS simulator, similarly to other simulation tools [20, 21].

GEMS includes a detailed memory hierarchy model (Ruby) that enables us to estimate performance,

access latency, miss ratio, etc. The interconnection network is modeled using the two network

simulators included in GEMS. The Garnet simulator, which models accurately the network

contention, is used to simulate a tiled 2D-mesh design. The Simple network model, which does not

model contention, is used to model a more optimistic scenario that implements a point to point (P2P)

network. The simulated architecture corresponds to a chip multiprocessor (tiled-CMP) featuring 16

cores, as depicted in Figure 1. The most relevant simulation parameters are shown in Table I. The

evaluated multi-core systems implement two levels of on-chip caches.

The evaluation of the dedicated cache design is compared to a traditional MESI directory-based

coherence protocol that stores the directory information in the L2 cache (MESI-Inclusive in our

figures). We evaluate our proposal using the applications from the Splash-2 benchmark suite with

the recommended input sizes [22], and also using applications that can benefit from a compiler-

assisted classification, such as OpenMP codes from SpecOMP 2012 [23] (352.nab, 359.botsspar,

and 367.imagick —test input—) and Rodinia [24] (bfs —graph1MW 6.txt—, btree —mil.txt,

command.txt—, hotspot —1024 × 1024—, particlefilter —128 × 128 × 10, 10000 particles—,

and pathfinder —width 50000—).

Copyright c© 2015 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2015)
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Figure 2. Normalized L1P+L1S cache misses (to unified/MESI L1).

4. RESULTS

This section analyzes the pros and cons of the proposed dedicated cache design, focusing on

the two key factors that can affect negatively the performance of the proposed architecture: the

interconnection network and the classification of accesses. Our analysis assumes a classification of

accesses performed by the operating system, unless otherwise stated.

4.1. Impact of dedicated caches on cache misses.

We start our study by analyzing the effects on cache misses when splitting data into two dedicated

caches. Since we reduce the amount of replicated data in the L1S, we expect a significant reduction

on the cache misses. The results are shown in Figure 2, which plots the number of misses classified

in cold, capacity, and conflict, normalized with respect to a MESI configuration with 32 KB L1

caches (all caches employed in this study are 4-way associative). As a second configuration, it plots

the misses that would take place in a MESI configuration with 64 KB L1 caches. We can see that,

on average, the number of misses are reduced by 35% after doubling the cache size. Then, it shows

two configurations with dedicated L1P and L1S caches: the first one (third bar) has a 32 KB L1P

cache and a 16 KB L1S cache; and the second one (fourth bar) has a 32 KB L1P cache and a 32 KB

L1S cache, that is, the same capacity as the second configuration.

The most important result of this study is that a combined L1P+L1S with a capacity of only 48 KB

yields a number of cache misses comparable to a unified cache of 64 KB. Additionally, when moving

to an aggregate L1 cache capacity of 64 KB, the number of cache misses is reduced considerably.

We attribute this behavior to changes on the reuse distance of the data when using dedicated caches

and the reduction of replicated data in the L1S. This effect can improve the performance of the

applications if the accesses to the L1S cache can be performed with low latency. Note that an L1P

cache with the same capacity as the L1 cache in MESI can be accessed with the same latency.

4.2. Impact of the interconnection network

Since all references to shared data have to travel through the interconnection network before

accessing the L1S, the design of the interconnection network plays an important role in our

architecture. We analyze both a common 2D-mesh topology, which is scalable, and a point-to-point

network, which is optimal in terms of performance although not scalable.

4.2.1. 2D-mesh interconnect. Figure 3 presents performance results for an organization with a

2D-mesh interconnect normalized to a MESI implementation. Figure 3a shows the applications’

execution time. Results show a considerable slowdown on the overall performance of the

applications, reaching 3.7× on average for all Splash-2 benchmarks (7.5× at worst for Cholesky

and 1.2× at best for Raytrace). Notice that there is great variability in the results, meaning that

some applications can hide this additional memory latency better than others, where, most likely,

shared accesses are located on the critical path. However, programs should not be sensitive to a larger

latency for shared data when using dedicated caches, since real shared data entails communication

Copyright c© 2015 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2015)
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Figure 3. Performance results for a 2D-mesh network.
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Figure 4. Performance results for a point-to-point network.

with other cores also in a MESI implementation. The reason for this slowdown is the imprecise

OS-based classification, marking as shared accesses that are actually private.

Figure 3b shows the normalized number of flits sent along the interconnection network. There

is also a significant increase in the network usage due to the introduction of the shared dedicated

cache (around 13×, on average). Water-Sp reaches an increment of 57× more network traffic than

the unified L1 design, while other benchmarks, like Ocean, experience an increment of around 4×,

but both result in similar performance degradation. This supports our idea that the performance

effects caused by network traffic are only critical for those applications that have shared accesses

on their critical path of execution, at least when the shared nature of the accesses is detected by an

OS-based classification.

4.2.2. Point-to-point interconnect. Figure 4 offers performance numbers for an idealized

organization with a point-to-point network with one-cycle link latency normalized to MESI.

Although this network provides low latency and high-bandwidth, this topology does not scale with

the number of nodes in the system. Figure 4a shows a performance degradation of 25%, on average,

compared to an unified cache design. Regarding the network traffic (Figure 4b), we observe similar

trends as with the 2D-mesh network, although the absolute numbers differ. Despite the memory

latency for shared blocks is reduced with this network topology, it is still increased for a large

number of accesses, some of which, perhaps, have been misclassified as shared. In an attempt to

mitigate this problem, next sections analyze the private-shared classification ratio of the OS-based

mechanism and compare it to more accurate classification techniques, such as compiler-assisted

ones.

4.3. Impact of the classification mechanism

In the previous sections, we have analyzed the impact of the interconnection network on the

performance of our proposal considering an OS-based classification. The next step in our analysis is
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Figure 5. Private/Shared ratio for L1 cache accesses.
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Figure 6. OS-based private-readonly with different page sizes.

to compare the ratio of private and shared accesses of this classification mechanism and a compiler-

assisted one.

4.3.1. OS-based classification. In a MESI implementation, all memory accesses perform a look-up

in the L1 cache. In the dedicated private-shared architecture accesses go to the corresponding L1

cache (L1P or L1S). Figure 5a shows the distribution of accesses to the L1P (only private data),

served locally, and to the L1S, served through the interconnection network. It is clear that the cause

of the large increase in execution time and network traffic for the dedicated cache architecture is

the large fraction of shared accesses due to the lack of precision of the OS-based classification.

Our current implementation of the OS-based classification marks more than half of the memory

accesses as shared, thus requiring an access to the L1S through the interconnection network. In

fact, for applications as LU-nc and Ocean-nc more than 98% of the accesses target the L1S. This

is a surprising result since previous studies, such as SWEL [11], report that less than 10% of the

memory accesses correspond to shared addresses, although that study was performed using a block-

level classification, which is not suitable for our approach, as previously mentioned. To emulate

its behavior, we performed a study with different granularities for the page-based classificaton,

from 4 KB to 64 bytes (i.e., the block size) depicted in Figure 6. The precision of the OS-based

classification improves with smaller page sizes, but even with page sizes equal to the block size and

classifying both private and shared-read-only as private, it only achieves to classify approximately

74% of the accesses as private.

For OpenMP applications (Figure 5b), we can observe that the accuracy of the operating system

in classifying accesses is even lower. The main reason for this low accuracy is the way OpenMP

applications are parallelized. The iterations of a parallel for loop by default can be executed in
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parallel on any core. Furthermore, the workload distribution can vary from one loop to another.

Namely, future parallel loops iterating over the same array might distribute differently the iterations

to threads. Consequently, the iterated array becomes shared, and all future accesses to the array will

be served through the L1S cache.

The conclusion of this analysis is that the OS-based classification is not precise enough for our

proposal. The reason why this technique works for other proposals is that they are commonly

targeting optimizations that get advantage of a large number of private blocks, but not private

accesses. It is common in parallel applications to find a small amount of highly accessed (OS-

)shared blocks. Although adaptive TLB-techniques [10] can improve the fraction of private accesses

detected, it can only rise it up to 79%. Perhaps with a combination of adaptivity and low granularity,

the accuracy in detecting private accesses can be improved up to the point that makes our

architecture effective. We plan to analyze how to achieve higher accuracy with a low-overhead

mechanism as part of our future work.

4.3.2. Compiler-assisted classification. The second classification technique that we evaluate is a

compiler-assisted approach. We focus in a recent proposal that targets OpenMP codes, SPEL [8].

The major advantage of this proposal is that it takes advantage of knowledge about the programming

model. There are, however, two disadvantages. The first one is that it is limited to data race free

codes (e.g. OpenMP). The second one is that a certain data block can be accessed as private at some

code region and as shared in another. This entails extra (local) coherence actions, that may require

evicting blocks from the L1P when changing from a private (DRF) to a shared (non-DRF) region,

or evicting blocks from the L1S when transitioning from a shared region to a private one. This

overhead is not noticeable in an OS-based classification, since pages change at most once during

their life in physical memory.

Figure 5b shows, however, that the advantages of the compiler-assisted classification can offset

its drawbacks. Using this classification, most accesses are performed in the faster L1P. Only

synchronization accesses, which inherently require communication, are performed through the L1S.

As a result, we can conclude that this classification, can be a good candidate for our architecture,

because it detects a large number of private blocks, and performs this detection before the access

to L1 (a-priori). There are, however, some important challenges that must be addressed in order to

adapt this technique to our proposal. First, the dedicated cache architecture requires modifications

to guarantee that stale data is not accessed. Second, the classification should be extended to more

general programming paradigms, in order to obtain performance benefits for a large range of

applications.

5. RELATED WORK

As mentioned in the introduction, there are a number of proposals in the recent literature that exploit

the nature of data being accessed with the goal of reducing both complexity and on-chip network

traffic. In this section we extend this description, and point out the differences with respect to our

work.

Some authors use data classification to mitigate the growing access latency in NUCA architectures

as core count increases. Private blocks can be placed in cache banks near the requesting core, thus

reducing access latency and improving overall performance [25, 3, 4, 5]. Our architecture inherently

retain this property of holding private data in the cache banks of the core that reference them. The

use of several levels of private caches (L1P, L2P, etc.) would allow reducing even more the latency

for private data.

Snooping protocols offer great simplicity but have scalability problems with high number of cores

due to the enormous energy consumption required. The reason for this energy consumption is the

issue of broadcast messages to all cores in the system on every write miss. The scalability of such

protocols, in particular token-based protocols, was improved in the Subspace Snooping approach [6]

by taking advantage of a private-shared classification and eliminating the need of broadcasts for
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private blocks. We chose a radically different approach, by completely eliminating the invalidation

messages in the protocol due to write misses.

Directory-based protocols can likewise benefit from data classification. Spatio-Temporal

Coherence [13] tries to find large private regions in order to compress the directory information and

save space. Other works [7, 1, 2] propose to deactivate coherence for data not requiring it, which

prevents directory caches from tracking private blocks, thus reducing both directory occupancy

and access latency. Our architecture completely removes the need of a directory structure, thus

eliminating the scalability problem of the directory.

SWEL [11] performs a private-shared classification at a block level (directory) and maintains

shared read-write blocks at the shared last level cache. However, it incurs in some performance

penalty due to the additional latency when accessing shared read-write blocks, since they skip the

first levels of the cache hierarchy (similarly to our proposal). The main difference with our approach

is that they handle the classification at a directory level (with block granularity) while we classify

at a OS level (page granularity). Therefore, they require a directory cache to classify data, and

coherence messages to invalidate or forward locally cached data.

VIPS [26] achieve both simplicity and efficiency by employing a write-back policy for private

store operations and a write-through policy for shared store operations. While VIPS still employs a

directory cache, the VIPS-M version is able, like us, to completely remove the directory. However,

this is achieved at the cost of allowing incoherent data between synchronization points, resulting in

a weaker consistency model (SC-for-DRF). Our memory hierarchy is fully coherent, so the memory

model implemented by the processors is respected.

End-to-end SC [27] improves the efficiency of multi-cores by not enforcing sequential

consistency for thread-local (private) or read-only accesses. Our proposal is orthogonal to this

technique.

SPEL [8] employs a compiler-assisted classification of regions of code. The classification is

used to implement a coherence protocol with two different modes: one for (extended-)data-race-

free accesses, which enforces coherence only at the end of (extended-)data-race-free regions, the

other for racy accesses which maintain coherence with a directory-based protocol. Again, the main

difference with respect to SPEL is that our proposal removes the directory and the traffic related to

coherence.

Finally, there are working architectures that implement dedicated caches/memories that are

handled by either the compiler or the programmer (e.g., scratchpad memories or NVIDIA

Private/Shared L1). To the best of our knowledge, latest NVIDIA architectures implement three

memory spaces: a thread-private (usually write-through) and a block-shared memory space per

SM‡ plus a global address space for all SMs. PTX 2.0 and onwards uses a unified address space

that combines all of the aforementioned memories, but global coherency is not maintained by

the hardware (Pascal architecture may include this feature). The Kepler architecture provides a

reconfigurable shared memory + L1 cache (16+48, 32+32 or 48+16 KB) per streaming processor.

On the other hand, the Maxwell architecture provides physically separated shared memory (64–

96 KB) and L1 cache (12–48 KB). The main differences between our dedicated design with the

NVIDIA architecture is that the programmer has handle private (p local) and shared (p shared

for sharing within an SM and p global for among SMs) accesses, while ours is transparent to the

programmer. In addition, coherency is not ensured by the hardware (at least with current NVIDIA

architectures), while our design ensures coherency.

6. CONCLUSION

In this work we analyze a dedicated cache design that takes into consideration the nature of the

data being accessed. Our proposal relies on the information provided by a classification mechanism

that divides memory accesses into: a) private or read-only shared (sent to a local private caches)

and b) modifiable shared (sent to a logically shared but distributed cache). This design would

‡Streaming Multiprocessor.
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allow to simplify coherence protocols and core design, easing the validation process and improving

scalability.

Our results show two main drawbacks that may limit the usability of our implementation: a) low

accuracy on the classification mechanism and b) high latency in the network connecting the first-

level shared caches. Improved classification mechanisms, like adaptive TLB-based approaches [10]

or compiler-assisted approaches [8], can improve the accuracy of the classification, leading to fewer

shared accesses. Still, these mechanisms have limitations, such as increasing complexity and traffic,

or not being applicable to all programming models. Further research to mitigate this limitations

seems a promising path to improve the results of proposals like ours.

On the other hand, there is a huge gap in the average access latency between our non-scalable

point-to-point network and a more scalable but with larger latency 2D-mesh. We believe that there

is also room for improvement by using a specialized network since our design only requires 8 bytes

to be sent as control/request plus 16 bytes to be returned (control + data word).

With improved accuracy for access classification and reduced network latency, we believe that

our approach can become useful as the number of cores increases and coherence protocols face

more scalability issues. Additional research is needed to discover the number of cores required to

make the dedicated design feasible in terms of performance. Throughput oriented cores (GPUs or

accelerators like the Xeon Phi) can also benefit from our design, since additional memory latency is

usually hidden in those systems by swapping execution threads. This encourages us to continue this

line of research and propose alternative solutions that take into account the nature of the data that is

being accessed in order to avoid unnecessary coherence operations.
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